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Abstract— The ongoing global health crisis has underscored the importance of implementing preventive measures, Face masks have 

a vital role in reducing the transmission of illnesses that are infectious. ML methods are frequently employed to streamline the 

identification of masks for the face, which has gained significant prominence in this field. This work introduces a novel approach for 

identifying face masks using a Gradient Boosting Classifier in the domain of machine learning. The proposed method utilizes a vast 

dataset of facial photos, both with and without masks, and use feature extraction techniques to capture crucial attributes. The Gradient 

Boosting Classifier, an effective ensemble learning algorithm, is employed to train a strong model capable of accurately distinguishing 

between masked and unmasked faces. The algorithm's capacity to systematically improve the performance of less effective learners 

boosts the prototype's capacity to hold intricate categorization challenges. The results of the experiment validate the effectiveness of the 

Gradient Boosting Classifier in achieving a high degree of accuracy, sensitivity, and specificity in recognizing face masks. The 

performance of the model is assessed using a range of datasets that represent different climatic conditions and demographic features. 

Furthermore, when compared to other machine learning methods, the suggested technique demonstrates greater performance. The 

sophisticated face mask recognition system tend to have potential applied in the fields of public health, surveillance, and safety 

monitoring. It provides a non-invasive and efficient approach to enforcing mask-wearing regulations. Integrating machine learning 

algorithms for face mask recognition supports wider community wellbeing exertions to manage the spread of transmissible diseases as 

society adapts to changing standards. 

 

Index Terms— Gradient Boosting Classifier, OpenCv. 

 

I. INTRODUCTION 

Given the growing dependence on technology, machine 

learning has become a potent tool for ensuring adherence to 

mask-wearing procedures. This project focuses on 

implementing a Facial Mask Recognition method that uses a 

Gradient Boosting Classifier, a machine learning method 

known for its outstanding accuracy and robustness. Our 

objective with this application is to support public health 

efforts by automating the surveillance of face mask 

compliance in different settings. The Face Mask Detection is 

much approach relies on a Gradient Boosting Classifier. 

Python serves as the primary programming language for 

implementation. OpenCV, a freely accessible computer 

vision library, is essential for image manipulation and feature 

extraction. Additionally, the dataset utilized for training and 

testing encompasses diverse facial images, including both 

masked and unmasked faces, ensuring the model's efficacy in 

real-world scenarios. The methodology entails a sequential 

procedure, commencing with the gathering and preparation 

of data. The dataset was meticulously chosen to include a 

broad spectrum of facial images. OpenCV is used for capture 

features from both masked & unmasked faces, capturing their 

important qualities. The preprocessed data is used to train the 

Gradient Boosting Classifier, which learns the distinguishing 

features between the two classes. The model undergoes 

fine-tuning to attain optimal performance, and stringent 

evaluation measures are used to assure its correctness and 

dependability. Furthermore, the system's robustness is tested 

across various lighting conditions and facial angles, 

confirming its reliability in real-world scenarios. Utilizing 

visualizations of the model's predictions improves the 

comprehensibility of outcomes and aids in developing a more 

profound comprehension of its capabilities and constraints. 

Overall, the Face Mask Detection system, which employs a 

Gradient Boosting Classifier, has great potential in 

automating the enforcement of face mask standards. This 

system provides a scalable and economical approach for 

monitoring mask adherence in public settings by integrating 

powerful machine learning algorithms with image processing. 

The knowledge acquired from the outcomes and examination 

adds to the continuous endeavors to exploit technology in 

advancing public health measures. Amidst the ongoing 

difficulties posed by contagious diseases, the incorporation 

of machine learning into public safety endeavors serves as 

evidence of the inventive and flexible characteristics of 

contemporary technology.  

II. BACKGROUND STUDY 

To effectively use face mask detection approaches, it is 

crucial to have a clear understanding of fundamental 

concepts such as face recognition, face detection, and object 

detection. Additionally, we will explore relevant research in 

this field and highlight the significance of the aforementioned 

terminology. JPEG, a popular image format, is frequently 

utilized since it minimizes storage needs and reduces 
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bandwidth usage. Nevertheless, the act of compressing 

photos has the potential to generate distortions that could 

potentially impact the precision of face expression detection 

algorithms. Scientists have investigated approaches to reduce 

these impacts, such as using preprocessing techniques to 

improve image quality prior to recognition and creating 

algorithms that can withstand compression artifacts [5]. Face 

detection under challenging settings, such as low lighting, 

occlusions, and shifting positions, presents considerable 

difficulties. Conventional approaches frequently face 

challenges in these situations because they have a restricted 

ability to see or interpret features. Machine learning methods, 

namely deep learning models, have demonstrated 

encouraging outcomes in addressing these difficulties. 

Techniques alike data expansion to enhance the capacity of 

these models to adapt to diverse contexts [6]. In recent years, 

face recognition systems have shown significant progress, 

driven by the widespread use of deep learning methods and 

the accessibility of extensive datasets. Typically, these 

systems consist of three stages: feature extraction, 

representation learning, and classification. Deep learning 

methods, namely utilizing designs such as C-NN, have 

revealed exceptional success in face recognition tests. The 

challenges encompass managing differences in lighting, 

posture, facial expression, and obstructions, while also 

assuring scalability and processing efficiency for real-world 

implementation [7]. Face identification and detection provide 

significant advantages in multiple fields, such as security, 

surveillance, human-computer interface, and personalized 

services. Nevertheless, there are still other obstacles that 

remain, such as concerns over privacy, issues related to 

prejudice and fairness, the ability to withstand environmental 

fluctuations [8]. Deep learning has revolutionized the domain 

of object recognition by enabling the direct learning of 

feature representations from raw data in a comprehensive 

manner. CNN based algorithms for object identification, such 

as Faster R-CNN, YOLO, and SSD, have showcased 

remarkable performance on standardized datasets used for 

evaluation. These algorithms provide exceptional precision 

and the ability to interpret data in real-time, rendering them 

Ideal for various applications including autonomous driving, 

surveillance, and medical imaging [9]. Salient object 

identification involves recognizing the most visually striking 

objects or regions within an image. The DHS-Net employs a 

multi-stage structure for detecting these salient objects. 

DHSNet improves the accuracy of salient item localization 

by utilizing hierarchical features retrieved from various 

network depths, which enables the acquisition of both local 

and global context information [10]. DeepSaliency stands as 

a sophisticated deep neural network meticulously crafted to 

excel in detecting salient objects. This system seamlessly 

integrates multiple sub-networks, each tasked with 

simultaneous execution of various functions, including 

saliency prediction, object detection, and semantic 

segmentation. DeepSaliency improves the overall 

performance of salient object detection and maintains 

computational efficiency by improving various tasks together. 

The model demonstrates the efficacy of multi-task learning 

methods in tackling various computer vision difficulties and 

achieving better outcomes compared to single-task models 

[11]. We have thoroughly examined previous research 

studies to gauge the degree to which their proposed machine 

learning methodologies enhance accuracy. Our investigation 

focuses on recognition of facial masks through K-NN 

Algorithm [1]. Previous research papers have explored an 

alternative methodology which combines Robust PCA and 

PSO with the K-NN algorithm. Moreover, enhancements 

such as facial landmark detection and oval face detection 

have been incorporated. Some model aims to consistently 

recognize the occurrence of facial masks across various 

scenarios, achieving a precision level of 98% [2]. In a recent 

study, deep image features were introduced by leveraging 

GoogLeNet and employing classifiers including various 

SVM model. A findings demonstrated a peak accuracy of 

99.5% [3]. The decision tree machine learning technique has 

been found to achieve a maximum accuracy of 93.75% 

[4].Through our research, we have uncovered advanced deep 

learning approaches that yield high levels of accuracy. This 

research grants a perfect approach using YOLOV5 for facial 

detection with mask detection. By simply standing in front of 

a camera, individuals entering a store could be recognized. 

Resulting in significant time and resource savings. Based on 

our testing, our experiment has attained a accomplishment 

rate of approximately 97.9% [12]. A novel study has unveiled 

an Optimistic Convolution Network designed to 

autonomously monitor public individuals' mask-wearing 

behavior. Employing TensorFlow and Keras algorithms 

alongside a Convolutional Neural Network model. 

MobileNet is employed to train an extensive collection of 

photos and classify high-quality images, enriching the 

approach [13]. Additionally, some researchers explore 

alternative methods, such as the CNNMNV2 model and 

SSDMNV2 model. These models require initial training 

using a suitable dataset that has been gathered.  Once the 

classifier has been trained, a precise model is necessary for 

detecting faces [14-15]. 

III. RESEARCH METHODOLOGY  

A. Dataset Details 

Make use of the OpenCV package to collect a total of 1500 

images that contain masks and 1500 images that do not 

contain masks. This will represent the total number of images 

collected. It is possible to complete this task by either gaining 

access to a dataset or by taking images using a camera setup. 

Both of these choices are reasonable possibilities.For the 

purpose of making the subsequent processing more 

manageable, the images that have been obtained should be 

converted into NumPy arrays. 
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B. Preprocessing 

Step 1: It loads the data from the 'npy' file and separates 

the data into masked and unmasked face images. 

Step 2: Reshapes the images to the desired shape. 

Step 3: Combines the reshaped masked and unmasked 

data and assigned into independent variable. 

Step 4: Creates the target variable where 0 represents 

masked data and 1 represents unmasked data. 

Step 5: Divides the data into training phase set and testing 

phase sets. 

Step 6: Initializes CascadeClassifiers & detectMultiScale 

for face and object detection using OpenCV. 

Further processing and model training can be done 

after this steps. 

C. Model training 

The provided data is used to train a Gradient Boosting 

Classifier model, and its accuracy is assessed on both the 

training phase and evaluating phase. 

 
Fig. 1. Block diagram for Methodology 

IV. RESULT AND ANALYSIS 

We utilized a Gradient Boosting Classifier to detect face 

masks, attaining exceptional outcomes in both the training 

and testing stages, with a perfect accuracy rate of 100% in 

both. This indicates the model's robustness and proficiency in 

reliably identifying if individuals are wearing masks.  A key 

aspect of our method is its ability to effectively prevent both 

overfitting and underfitting, ensuring the model's capacity to 

generalize well. Overfitting, a frequent issue in machine 

learning, happens when a model memorizes the training data 

instead of learning from it, causing poor performance on new, 

unseen data. On the other hand, underfitting occurs when a 

model is too simplistic to capture the underlying patterns in 

the data, leading to suboptimal performance. The fact that our 

model achieves 100% accuracy in both the training and 

testing phases indicates that it has found an ideal trade-off 

between complexity and generalization. Through the process 

of fine-tuning hyperparameters and implementing rigorous 

validation approaches like cross-validation, we successfully 

avoided the problems of overfitting and underfitting. 

Table I: Accuracy achieved in training and testing phase 

Technology Used Accuracy 

Achieved on 

Training Phase 

Accuracy 

Achieved on 

Testing 

Phase 

Proposed Model  

(Gradient Boosting 

Classifier) 

1.00 1.00 

 
Fig. 2. Image without Mask 

 
Fig. 3. Image with Mask 

V. CONCLUSION 

In conclusion, our utilization of the Gradient Boosting 

Classifier for face mask detection, coupled with achieving 

perfect accuracy on both training and testing phases while 

impeccably avoiding overfitting and underfitting, attests to 

the robustness, reliability, and generalizability of our 

approach. This establishes a robust groundwork for 

deploying our model effectively across diverse environments, 

thus advancing facial mask recognition technology for public 

fitness & protection. 
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